
 

 

  
Abstract— Both human and automatic summaries enable a 

concise display of the most important information from the original 
text. Summaries written by the author of the document, expert in the 
field, professional summarizer or generated by the automatic 
summarization system use the same shallow feature of the text (such 
as word frequency or location) to create a high-quality summary. In 
this paper, we describe these features and compare summary written 
by human with a summary created by automatic text summarization 
systems: Microsoft Word, SweSum, SHVOONG and Online Brevity 
Document Summarizer. Research results show that although all these 
automatic summarizers rely heavily and only on the shallow features 
of the text, they all generate informative extracts satisfying quality 
expectations of the human users. 
 

Keywords— human summary, automatic summary, surface 
methods of summarization, Microsoft Word, SweSum, 
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I. INTRODUCTION 
ext summarization represents a method of extracting 

relevant portions of the input document, presenting the 
main ideas of the original text.  It is a process of 

condensing a source document into its shorter version 
preserving the information content. Automatic text 
summarization borrows techniques from information retrieval 
(IR) and information extraction (IE) and has been under 
development for many years.  

Recently, it has received more attention due to the 
increased use of the Internet.  

For example, it is used for summarizing news to SMS or 
WAP-format for mobile phones or PDAs or for TTS (text to 
speech) systems, where the summarized text is synthetically 
read to the user.  

It is also used  for compressed descriptions of the search 
results in the search engines as well as in keyword directed 
subscriptions of news which are summarized and sent to the 
user. Summaries are also useful for  orientation (e.g. Google 
Maps) and in a decision making process (e.g. TV guide). 
Finally, summaries are utilized for the document retrieval in a 
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foreign language to obtain an automatically translated 
summary of the automatically summarized text. 

Automatic summary can contain full sentences, but may 
also include only key words, pictures or diagrams. Different 
types of summaries exist: indicative or informative summary, 
extract or abstract, generic summary, query-oriented summary 
[1] or topic-focused summary [2].  

Moreover, there are background summaries or just-the-
news summaries, as well as single-document summaries or 
multi-document summaries [3].  

Furthermore, user-focused summaries consider  
information needs of an individual user, while storing 
parameter values of his needs in the user's profile [4]. 

Already in 1982 Rowley [5] proposed the typology 
containing seven different types of summaries:  

- extract (set of paragraphs that represent a summary of the 
original document) 

- - summary (occurs at the end of the paper and concisely 
conveys the most important discoveries) 

- abridgement (reduction of the document through which 
secondary facts or opinions are left out) 

- precis (display of the main points of the discussion) 
- digest (book summary or a summary of a newspaper 

article) 
- highlight (comment integrated into the parts of the 

document to alert the reader) and 
- synopsis (in cinematography, summary which presents 

content of the movie).  
 
Summaries can be created by the authors of the documents, 

experts in the field or summarizing professionals. According 
to Hovy & Lin [6], the unsophisticated methods of automatic 
summarization were developed already in late 1950's and early 
1960's.  

The authors (ibid) state that these methods primarily relied 
on the automated counting of words (repeated words were 
mostly considered relevant and were included in the summary) 
and the position of sentences within the text. 

After several decades and a large increase in computer 
speed and memory, as well as in automatic Natural Language 
Processing (NLP) techniques, automatic summarization of text 
started to grow in a rapid manner. 

Regarding the automatic summarization, the most common 
summarization systems use either statistical techniques [7] or 
linguistic approach [8, 9].  

There are also approaches which use a kind of linear 
combination of the above mentioned techniques [10, 11, 12, 
13, 14, 15]. 
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Generally, automatic text summarization methods can be 
classified into three levels: surface methods, entity level and 
discourse level methods. 

Surface level methods process the document source to 
locate the relevant sentences based on shallow text features, 
treating the most frequent words and the best positioned 
sentences as the most relevant.  

On the other hand, entity level methods model semantic, 
syntactic and logical relations between entities in the text, 
trying to obtain the deep understanding of the text. Finally, the 
discourse level methods reffer to modeling of the global text 
structure, requiring a knowledge-rich approach to text 
processing.  

Liu [16] proposes a framework for text summarization 
(Fig. 1), where the first phase encompasses the extraction of 
text segments using only the shallow text features resulting in 
a generic or query-specific summary, while the second phase 
consists of an intensive text analysis and language 
understanding process. 

 

 
Fig 1. A Framework for Text Summarization 

 
Surface level summarization methods were the most 

popular since the 1950’s, relying on the frequency of words 
[17], sentence position, words in the title or to the presence of 
cue phrases in text [18].  

The word frequency method (or keyword method) assigns 
a higher score to the sentences cointaning uncommon words 
(statistically salient terms), that appear frequently in the 
document (where frequency is larger than a certain threshold).  

The keyword method used by Edmundson [18] assigns a 
score to each word in the text equal to its frequency, 
calculating the sentence score by summing the scores of words 
it contains.  

The other keywod method used by Luhn [17] additionaly 
takes into account a relative position of the relevant words, 
specifying a maximum number of irrelevant words.  

The method selects a range of words in a sentence with a 
relevant word at the beginning and at the end; the range must 
not containg more irrelevant words than the given threshold. 
The sentence score is calculated as a square of the number of 
relevant words divided by the total number of words in the 
range. 

The sentence position method [18] assumes that the 
sentences which appear very early or very late in the source 
text and its sections tend to be more relevant.  

Additionaly, the appearance of relevant sentences at the 
beginning and/or the end of the text depends on the genre of 
the source text. For example, in scientific articles, relevant 
information can be found in the specific sections of the 
document, such as the introductory part and conclusion, while 
the newspaper articles usually contain the most important 
information in the very beginning of the text.  

It is generally believed that the title of the source text and 
the top two positions of the sentences are covering 60% of the 
document’s subject matter. Therefore, the title method relies 
heavily on headings and subheadings of the source text, 
assigning a positive score to a sentence based on the 
occurrence of its words in the title or in one of the document's 
headings. 

According to the Edmundson’s research [18], the 
usefulness of  words in titles and subtitles in the automatic 
summarization systems is statistically proven. Words in titles 
are considered relevant, as well as bolded words and phrases. 
Therefore, the summrization systems add points to the 
sentences containing them.  

The cue method assumes the relevance of a sentence based 
on the presence of specific words and phrases that indicate 
either the positive relevance (bonus words) or the negative 
relevance of a sentence (stigma words).  

The bonus words may be adjective comparatives, 
superlatives or expressions such as "it is important to note 
that", "in conclusion", etc.  

The stigma words or phrases indicate that sentences 
containing them should be ranked lower and usually have the 
form of negations, anaphora or expressions such as "for 
example", "difficult", "impossible" and so on.  

Apart from bonus and stigma words, the Cue method also 
distinguishes the null words (numbers, pronouns, prepositions, 
adjectives) that are considered irrelevant for the and do not 
influence the sentence score.  

Entity level summarization methods [10, 19, 20, 21, 22, 
23] model text entities and the semantic relationships between 
these entities.  

The relations between entities are based on similarity, 
proximity and cohesion. Furthermore, similarity refers to 
words in the text that have similar stem (e.g. words white and 
whiteness), while proximity refers to the distance between the 
text units in which the entity occurs.  

Cohesion refers to the connection between relevant units of 
text which contain entities strongly connected into a semantic 
structure. Connections between sections, sentences and 
phrases are made with the grammatical and lexical links. 
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Cohesion provides mechanical connections on the language 
level and ensures that the text makes sense as a whole. 

Furthermore, the discourse level summarization methods 
[24, 25, 26] model the document's global structure and its 
relation to the communicative goals, taking into account the 
rhetorical structure of the text (argumentation and/or narrative 
structure). 

 Finally, the purpose of automatic text summarization is to 
provide concise and accurate content representation of the 
source document. Automatic text summarizers extract the 
most relevant information from the information source, 
summarizing them and constructing output according to the 
user's needs. 

II. METHODOLOGY 
Providing  a quick overview of the document’s content, 

summaries save time enabling a reader to easily decide which 
documents require his detailed attention. Along with human 
authors and summarization experts, automatic document 
summarizers are also able to create a high-quality summary. 

In this paper, authors have compared some of the 
techniques used in both human and automatic summarization, 
such as using of the shallow text features, local context and 
heuristics.  Regarding the shallow text features, both humans 
and automatic systems rely on the average word length, 
average sentence length and absolute number of words in the 
text.  

As to the local context of the words and sentences, they 
both analyse the absolute and relative position of the sentences 
in the paragraph as well as paragraphs in text. Finally, 
regarding the heuristic features, they rely on number of words 
that start with an uppercase letter, number of words written in 
all-caps, number of date and time tokens, etc. 

In this chapter we bring the results of the comparision of 
the automatically generated summary in Microsoft Word to 
the human summary of the source text, generated by authors. 
Additionaly, we have compared the four machine-generated 
summaries (created by Microsoft Word, SweSum, 
SHVOONG and Online Brevity Document Summarizer) 
respectively.  

In this way, we have determined which surface methods 
were used by automatic text summarizers, whether created 
summaries show coherence, if they have maintained the 
cohesion and which of the summaries is of the best quality. 

III. COMPARISON OF THE HUMAN SUMMARY AND THE 
AUTOMATIC SUMMARIES  

Microsoft Office Word Summarizer 2007 determines key 
points in a text by analyzing the document and assigning a 
score to each sentence (Fig. 2).  
It assigns a higher score to sentences that contain words used 
frequently in the document.  
User can then choose a percentage of the highest-scoring 
sentences to display in the summary and select whether to 
highlight the key points in a document, insert an executive 
summary or abstract at the top of a document, create a new 
document and put the summary there, or hide everything but 
the summary. 
 

 
 
SweSum [27] is a web-based text summarizer developed at 

the Royal Institute of Technology (KTH). It uses text 
extraction based on statistical and linguistic as well as 
heuristic methods to obtain text summarization and its domain 
is Swedish HTML-tagged newspaper text (Fig. 3).  

 
Since the newspaper text contains the most relevant 

information at the very top and since newspaper text even 
tends to be written to be cuttable from the bottom, SweSum 
assigns a higher score to the sentences that belong to the 
beginning of the text. 

It also utilizes several different topic identification schemes 
(the bold tag which is often used to emphasize contents and 
headings). Furthermore, it scores higher the sentences that 
contain keywords, where keyword is defined as an open class 
word with a high term frequency (tf).  

SweSum is available for Swedish, Norwegian, Danish, 
Spanish, English, French and German. It has been evaluated 
and its performance for English, Danish, Norwegian and 

 

 
Fig. 3. SweSum Text Summarization system 

 

 
Fig. 2. Microsoft Office Word Summarizer 2007 
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Swedish is considered to be state-of-the-art. The French, 
German and Spanish versions are in the prototype states.  

Online Brevity Document Summarizer [28] was developed 
by Lextek International Company that specializes in full-text 
search technologies and generation of the text summaries (Fig. 
4). 

Brevity generates document extracts of the desired length 
and can also be used to highlight key sentences or words in the 
document.  

According to its designers, the key benefits of Brevity are: 
accurate generation of automated document summaries, quick 
determination of a document's content, highlighting of 
significant words and sentences in a document and discovery 
of the key parts of a document. 

 

 
Shvoong Summarizer [29] is a free summarizing tool 

which offers a quick summary of document’s content in a 
clean manner, with the summarized portion highlighted or 
summarized (Fig. 5). 

 

 
 
All the automatically generated summaries are 

informative, just like the human summary made by the 
authors. After reading such an informative summary, the 
reader gets a glimpse into a piece of content, and is able to 
describe parts of the original text [6].  

Furthermore, the summary created in Microsoft Word 
contains only general information. According to Hovy & Lin 
[6],  this type of summary assumes the reader's weak 
background knowledge of the original text and therefore 
provides only general information from the source text.  

The type of summary made by the human authors can be 
classified as just-the-news summary, since it provides only 
fresh news.  

Human summarizers rely on the fact that their user 
possesses enough knowledge to interprete the information out 
of the context. Summaries generated by SweSum, SHVOONG 

and Online Brevity Document Summarizer can also be 
classified as just-the-news summaries. 

While making the summary, authors used three types of 
reading techinques suggested by Cremmins [30].  

In the first stage, authors read the original text looking for 
all the relevant information and focusing on the basic features 
of the text to be abstracted (search reading). 

In the second stage, the authors created a first version of 
the summary by extracting important data, organizing it and 
reducing the relevant information into a coherent unit (creative 
reading).  

In the third stage (called critical reading) authors have 
completed the summarization process, refining the completed 
summary htrough editing. 

Although, according to a study conducted by Saggion & 
Lapalme [31], professional summarizers copy 11% of 
sentences from the source text without changes, every 
sentence in a human-made abstract was changed (i.e., eight 
sentences in the human abstract were completely redefined) as 
a result of the third stage.  

According to Hovy & Lin [6],  a coherent summary is 
written in grammatical sentences which are fluently and 
logically connected. Hence, a good summary must possess 
cohesion (correlation of the text units in a semantic 
relationship), which is a driving factor of the text 
comprehension.  

Authors (ibid) claim that incoherent summary tends to be 
fragmented and consists of parts of the text which are not 
found in grammatically correct sentences or aren't inserted 
into coherent paragraphs.  

The summary created with the the Online Brevity 
Document Summarizer is fully coherent and cohesive (Table 
1). 

 
Online Brevity Document Summary 
 
In recent years, internet piracy or file sharing of 
copyrighted material has gained much popularity. 
 
It is a topic that has incessantly sparked debate and has 
even received global attention.  
 
Although on the surface the act of file sharing may seem 
harmless, it is far from it.  
 
Each year, film and record production companies as well as 
software and video game development companies suffer 
from billions of dollars in lost profits.  
 
This loss comes as a direct result of internet piracy. 
 
Many agree that file sharing is unethical and consider it to 
be no different than downright theft.  
 
On the other hand, there are those that support file sharing 
and claim that their actions are easily justified and ethical. 
 

 
Table 1. Online Brevity Document Summary 

 
Fig. 5. Shvoong Summarizer 

 

 
Fig. 4. Online Brevity Document Summarizer 
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The extract created in Microsoft Word is almost entirely 
coherent and the cohesion of the source text is maintained 
(Table 2).  

The only sentence that stands out is the last one, 
undermining the coherence, since it does not belong to the 
summary. 

 
 
Microsoft Word Summary 
 
In recent years, internet piracy or "file sharing" of 
copyrighted material has gained much popularity.  
 
File sharing, put simply, is the process of making available 
and distributing files via the internet.  
 
The growth of file sharing on P2P networks and other file 
sharing methods can probably be attributed to the advances 
in audio compression in the mid 90's. 
 
Today, file sharing and internet piracy has grown to new 
proportions. 
 
Proponents of file sharing often suggest that information 
should be "free."   
 
Opponents of file sharing heavily criticize and question the 
ethics of those that support the aforementioned arguments.  
 
It is my personal opinion that file sharing is unethical.  
 
Contrary to the arguments of its proponents, file sharing is 
not a victimless crime.   
 
File sharing of copyrighted material is nothing more than 
anonymous theft, and like most, I consider theft unethical.   
 
File sharers do not possess such rights.   
 

 
Table 2. Microsoft Word Summary 

 
The summaries generated by SweSum and SHVOONG are 

not entirely coherent, since they both contain two semantically 
redundant phrases, but they both maintained the cohesion 
(Table 3 and Table 4).  

 
 
Swesum Summary 
 
On the other hand, there are those that support file sharing 
and claim that their actions are easily justified and ethical.  
 
The growth of file sharing on P2P networks and other file 
sharing methods can probably be attributed to the advances 
in audio compression in the mid 90's.  
 
Shortly after this format became available, individuals 
around the world began "backing up" their music 

collections and sharing these small MP3 files with friends.  
 
Today, file sharing and internet piracy has grown to new 
proportions.  
 
Thus, is the sharing of copyrighted files also illegal or 
should it be considered theft?  
 
Contrary to the arguments of its proponents, file sharing is 
not a victimless crime.  
 
File sharing of copyrighted material is nothing more than 
anonymous theft, and like most, I consider theft unethical.  
 
Clearly, internet piracy is a significant issue. 
 

 
Table 3. Swesum Summary 

 
 
SHVOONG Summary 
 
In recent years, internet piracy or "file sharing" of 
copyrighted material has gained much popularity.  
 
The growth of file sharing on P2P networks and other file 
sharing methods can probably be attributed to the advances 
in audio compression in the mid 90's.  
 
Shortly after this format became available, individuals 
around the world began "backing up" their music 
collections and sharing these small MP3 files with friends.  
 
Without a doubt, Napster is responsible for the growth in file 
sharing popularity as its main focus was to offer an easy 
way for users to share their music collection.  
 
Today, file sharing and internet piracy has grown to new 
proportions. 
 
File sharers rationalize their actions based on the argument 
that they "would not have purchased the content anyway."  
 
Last, file sharers argue that the content that they are freely 
obtaining (stealing) is not worth the price.  
 
File sharing of copyrighted material is nothing more than 
anonymous theft, and like most, I consider theft unethical. 
 

 
Table 4. SHVOONG Summary 

 
Finally, regarding the evaluation, the summary created by 

four different automatic summarizers (Microsoft Word 
summarizer, SweSum summarizer, SHVOONG summarizer 
and Online Brevity Document Summarizer) were evaluated in 
terms of how well they match the human-made abstract. 
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Out of ten sentences in the summary created by Microsoft 
Word, only five sentences matched the human summary and 
were classified as relevant and salient. 

Tthe other five sentences were classified as entirely 
redundant, since none of them matched the sentences in the 
human summary (not even the partial match).  

However, all seven sentences in the Online Brevity 
Document Summarizer extract were salient and relevant, 
while the summary contained no redundant information. 

Unlike the authors who made an abstract summary, the 
automatic summarizers literally took all sentences from the 
original text and included them in the final extract.  

Furthermore, while creating their abstract, authors have 
deleted the irrelevant and repetitive words, shortened the 
sentences, took only sentence parts from the source text 
creating a new short sentence, and synthesized two or more 
sentences into one.  

All sentences included in the abstract were based on the 
original source, but authors changed the order of some 
sentences in the abstract to obtain a better quality and 
cohesion.  

All automatic summarizers, on the other hand, kept the 
original sentence order. It is interesting to point out that in the 
summary created in Microsoft Word, five out of ten extracted 
sentences were found at the beginning of a new paragraph in 
the source text.  

Summing up all the above remarks, authors have 
concluded that although all automatic summarizers rely 
heavily on the surface methods of text summarization, they all 
generate informative extracts satisfying quality expectations of 
the human users. 

IV. COMPARISON OF THE AUTOMATIC SUMMARIES: 
MICROSOFT WORD, SWESUM, SHVOONG AND BREVITY 
All four automatically created summaries are generic 

summaries. The summary created in Microsoft Word contains 
general information, while the other three can be classified as 
just-the-news summaries. When creating summaries, all four 
automatic summarizers used the word frequency method (or 
keyword method), although Online Brevity Document 
Summarizer did it to a much lesser extent.  

The automatic summarizer Microsoft Word used the 
sentence position method and the keyword method.  

SweSum also used the sentence position method, but, 
compared to Microsoft Word, did not extract only the 
sentences from the beginning of each section in the source 
text. The reason for this may be the additional feature in 
SweSum - sentences with bold text are given a higher score 
than the ones without it.  

Furthemore, Swesum assigns a higher score to sentences 
containing numerical data. All these parameters (keywords, 
sentence position, bold text and numbers) are normalized and 
put in a naïve combination function with no special weighting 
to obtain the total score of each sentence in SweSum. 
Additionaly, the user of SweSum can also specify his own 
keywords to the system and  thus obtain a more user-centered 
summarization approach.  

Furthermore, SHVOONG summarizer included only two 
sentences from the beginning of the each section of the 
original document in its summary.  

The Online Brevity Document Summarizer relied more on 
the sentence position method than the keyword method while 
creating the summary.  None of the systems used a cue 
method. 

We believe that the best summary was created with the 
Online Brevity Document Summarizer.  

The reason for such opinion is that all seven sentences in 
the extract can be regarded as sentences that actually belong to 
the summary (i.e., TP - true positives).  

Every sentence included in the summary is salient and 
relevant, while the summary has no redundant information.  

The extracted text is also fully coherent which means that 
it makes sense as a whole.  

Furthermore, summary is cohesive which means that its 
mechanical connections are correct. Hence, the extract has 
fluently and logically related sentences.  

For the above explained reasons, authors have concluded 
that the extract made by the Online Brevity Document 
Summarizer is of high-quality and comparable to the human 
abstract by its informativity, coherence and cohesion. 

V. EVALUATION OF THE WORD, SWESUM AND SHVOONG 
AUTOMATIC SUMMARIES AGAINST THE BREVITY SUMMARY 
The automatic text summarization systems are usually 

evaluated with the common information retrieval metrics of 
precision and recall.  

The human selects sentences from the source text that best 
convey its meaning and the sentences extracted by the 
automatic system get evaluated against the human selection.  

Although all four machine-generated summaries 
represented 10% of the length of the source text, they did not 
contain the same number of sentences.  

The summary created by the Online Brevity Document 
Summarizer had seven sentences. 

The Microsoft Word summary had ten sentences, while the 
two summaries created by SweSum and SHVOONG both 
contained eight sentences. 

Since we already manually determined that the Online 
Brevity Document Summarizer generates extracts of the 
quality comparable to the human extracts, we evaluated the 
three automatic summarization systems (Microsoft Word, 
SweSum and SHVOONG) against the Brevity. 

The recall was calculated as the fraction of the sentences 
extracted by the Brevity that were also correctly identified by 
other systems. 

Furthermore, the precision was calculated as the fraction of 
sentences extracted by the other systems that were correct.  

The evaluation procedure determined the number of: 
- TP (true positives - sentences that should belong 

to the summary and were included in it) 
- FN (false negatives - sentences that should 

belong to the summary but were not included in it) 
and  

- FP (false positives - sentences that should not 
belong to the summary but were included) for all three 
systems. 
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Results obtained are given in Table 5. 
 

Precision:                    (1) 
      
Recall:                     (2) 

 
 
 
The precision of SweSum was 0.125, as well as the 

precision of SHVOONG.   
The same result might indicate that both automatic systems 

use the same summarization features. The precision of 
Microsoft Word was 0.1.  

The recall for all three systems was 0.143.  
It is interesting that SweSum and SHVOONG have chosen 

the four identical sentences in their summaries (out of 8). 
While SweSum and Word share four identical sentences, 

SHVOONG and Word share three equal sentences. 
 

Sentence 
Number 

SweSum SHVOONG Word 

 TP FN FP TP FN FP TP FN FP 

1  + + +   +   

2  + +  + +  + + 

3  + +  + +  + + 

4  + +  + +  + + 

5  + +  + +  + + 

6  + +  + +  + + 

7 +    + +  + + 

8   +   +   + 

9         + 

10         + 

Total 1 6 7 1 6 7 1 6 9 

 
Table 1. Number of true positives (TP), false positives (FP) 
and false negatives (FN) 

VI. CONCLUSION 
In today's information age, text summaries represent a 

necessity. Due to huge savings in time, they represent a useful 
tool for managing the vast available online literature.  

The process of summarization reduces the complexity and 
length of the original document,  providing the visibility of the 
subject matter and key ideas of the work. 

The professional summaries help users to make a decision 
regarding the genre of the document and the need to read it. 
Summaries can either be generic or query-oriented summaries 
intended for a specific domain.  

The purpose of the summary depends mostly on the end 
user,  who is the ultimate consumer, and on the context in 
which the summary will be used.  

While creating a summary, humans usually produce the 
abstract, changing the order of words in a sentence, deleting 
the irrelevant and repetitive words, shortening the sentences 
and synthesizing two or more sentences into one.  

Automatic summarizers compared in this paper, on the 
other hand, produce extracts, keeping the original sentences 
from the source document and generating informative and 
generic summaries.  

They all use the sentence position method and the word 
frequency keyword method, but some of them (like SweSum) 
also use the additional features, such as the bold text and 
numbers.  

In this paper we have compared four machine-generated 
summaries created with the Microsoft Word, SweSum, 
SHVOONG and Online Brevity Document Summarizer with 
the human-made summary.  

We found out that the best summary was created by 
Brevity, since all seven sentences in the extract were salient 
and relevant, while the extract contained no redundant 
information. Since the extract was fully coherent and 
cohesive, we concluded that its quality was comparable to that 
of the human extracts. 

Finally, we can conclude that although the automatic 
creation of a human-like summary requires different methods 
of both deep and shallow natural language analyisis, surface 
summarization methods used by the above mentioned text 
summarization systems proved to be computationally 
effective, universally applicable and effective in generating 
informative extracts satisfying quality expectations of the end 
users. 
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